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Query 
title 

The Role and Use of Artificial Intelligence (AI) in Disability 
Inclusion 

Authors Amy Harrison and Natasha Horsfield 

Date September 2025 

Query 1. What evidence, research, and examples exist on the use of AI to support 
disability inclusion across different sectors? Which sectors are best covered in 
AI and development research, and what gaps remain? Where possible, include 
both positive and negative examples from Northern and Southern countries, 
with relevance to low-resource settings. Please comment on quality of 
evidence and research methods.  

2. What opportunities and emerging trends should FCDO be aware of to 
effectively engage with AI-driven solutions for disability inclusion? Consider 
both risks and challenges, as well as innovative positive applications. 

3. What are the key risks and ethical considerations associated with AI in 
disability inclusion, particularly in development and humanitarian contexts? 
This includes considerations for assistive technology, large language models, 
and other AI-driven solutions. 

4. Who are the key actors leading, financing, and supporting research on AI and 
disability inclusion? How are private sector players, charities, and traditional 
funders/universities shaping this space? 

Enquirer FCDO  

1. Introduction/overview and objective of assignment  

This query provides an introductory overview of the role and use of AI in Disability Inclusion work globally. 
It first looks at what evidence, research, and examples exist on the use of AI to support disability inclusion 
across different sectors, focusing particularly on the fields of education, health, employment, and 
humanitarian response. It then considers the opportunities created by AI for the inclusion of people with 
disabilities, before looking at the risks and challenges posed by AI. The query concludes by providing a 
light-touch mapping of the key actors working on disability inclusion and AI, including those involved in 
programming, financing, and research. The query draws on examples, actors, and trends from both the 
Global North and Global South.   

All findings and discussion within this report are framed by an understanding that, while AI holds 
huge potential in terms of enhanced and new assistive technologies, there is a risk that AI will 
exacerbate an already significant digital divide for people with disabilities. People with disabilities 
globally are less likely to own or use a smartphone or to be connected to the internet. There is also a risk 
that AI will exacerbate existing geographical, economic, and social digital divides: between Global North 
and Global South countries, between areas with greater/lesser connectivity, and between people with 
more/less digital and technological understanding. These disparities and risks are reflected in both the 
current research landscape and data sources used to train AI models, which have focused primarily on 
higher income contexts and able-bodied populations within the Global North. The report concludes with a 
set of concise recommendations, which recognise inclusion as a fundamentally social – rather than 
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technological – process.1 As such, the recommendations include a focus on how the potential of AI can be 
harnessed without leaving behind people with disabilities and others who are already technologically 
marginalised.   

2. Methodology  

This rapid research query was carried out over 10 days in March and July 2025. Given the rapidly 
developing nature of AI, researchers prioritised sources published within the last 2-4 years where 
possible. Material was included from the following sources: 

• Google and relevant electronic databases (e.g. PubMed, Science Direct, Google Scholar) for 
priority sources using a selection of key search terms. 

• Google, to identify recent online articles, blog posts, and discussions relating to disability inclusion 
and AI, including those posted by civil society actors working in this space. 

• Review of key disability evidence portals and resource centres. 

3. Findings 

3.1 What evidence, research and examples exist on the use of AI to support disability 
inclusion across sectors? Which sectors are best covered in AI and development 
research, and what gaps remain? 

Research into the use of AI to support disability inclusion has been limited in comparison with broader 
discussions around the use of AI, raising concerns that AI will further contribute to an already wide digital 
divide.2 Research into, and use of, AI technologies to support disability inclusion in the Global South is 
particularly sparse. The following section explores examples where disability rights have been considered 
across sectors in recent research or programming, or where sectoral research that is not disability-
focused may nevertheless be relevant when considering disability rights and AI for that sector. It also flags 
where gaps in evidence, research, and programming exist. The section showcases how AI is being used 
in relation to education, communication, health and employment sectors. 

Education 

The use of AI-driven tools and aids has become increasingly common within the education sector 

(primarily but not solely in the Global North), particularly since COVID-19 and the remote learning 

trends that followed. A 2025 systemic literature review of the application of AI technologies in special 

education looked at studies on AI and inclusive education published globally, with studies included from 

Europe, the USA, Africa, Asia, and the Middle East and North Africa. The review found that AI-driven 

technologies that support tailored interventions for individual students’ needs can significantly enhance 

students’ academic performance, physical mobility, emotional regulation and ability to communicate. 

Examples included the use of a mobile app designed to teach English to Hausa-speaking students with 

hearing impediments; AI-driven counselling techniques for engineering students with physical disabilities in 

Nigeria; and the benefits of AI-supported Virtual Learning Environments in terms of fostering an engaging 

and supportive learning atmosphere for children with learning disabilities in Morocco.3  AI is also being 

used to support specific tools and aids for students with disabilities. For example, US-based 

 
1 UNDP (2025) ‘Human Development Report 2025 – A matter of choice: People and possibilities in the age of AI’, 
UNDP, p. 105 
2 Ghai, A., Reddy, V., Swaminathan, M. (2020) ‘Assistive technology research and disability studies from the Global 
South: the need for synergy’  
3 Melo-Lopez, V., Basantes-Andrade, A., Gudino-Mejia, C., Hernandez-Martinez, E. (2025) ‘The impact of Artificial 
Intelligence on Inclusive Education: A Systematic Review’, Education Sciences (14)(5), p. 8-10 

https://hdr.undp.org/system/files/documents/global-report-document/hdr2025reporten.pdf
https://www.microsoft.com/en-us/research/wp-content/uploads/2024/03/GhaiEtAl-CDWorkshop-CHI2020.pdf
https://www.microsoft.com/en-us/research/wp-content/uploads/2024/03/GhaiEtAl-CDWorkshop-CHI2020.pdf
https://www.mdpi.com/2227-7102/15/5/539
https://www.mdpi.com/2227-7102/15/5/539
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companies such as Robokind and LuxAI are using social robotics to support emotional training for school 

students with autism, while wearable AI-supported devices such as Brainpower are providing support to 

neurodiverse individuals with social-emotional learning. EyeJustRead assistive technology is designed to 

support students with dyslexia, attention deficit and hyperactivity disorder, and is tailored to provide support 

to students themselves as well as teachers and caregivers. 

Increased use of AI tools was also found to represent a number of practical and ethical challenges, 

however. The review specifically highlighted both how limited access is to AI-driven technologies in low-

resource settings, and the current lack of research focused on the additional specific challenges that are 

likely to exist in such settings. Without a concerted focus on bridging geographical digital divides, countries 

in the Global South may encounter language barriers where tools have not been developed to work in local 

languages (although some companies such as BrightSign are working to improve accessibility on this 

front). Where AI tools are or may soon be used in education settings, their success typically stems from 

their ability to ‘scale, personalise and optimise well-established educational methods, rather than from the 

AI technology alone’.4  

This means that in settings where educational practices are not already inclusive, or where teachers (and 

parents) lack adequate technological understanding to effectively adapt and utilise AI tools in response to 

individual student needs, such tools may be ineffective at best and exclusionary or harmful at worst. Critics 

have also queried how far wearable devices such as signing gloves (gloves worn when using sign 

language which translate sign into vocal communication) serve the needs of users; and again, such aids 

are also unlikely to be available to the vast majority of students with disabilities, particularly in resource-

constrained settings.5 A key evidence gap relates to understanding if and how people with 

disabilities are inputting into the design of such tools; understanding where this is happening is key to 

ensuring their substantive involvement going forward.6  

It is worth noting in relation to the education sector and beyond, that there is limited research and 

evidence on the implications of AI on children with disabilities. Analysis conducted by UNICEF of 

national AI strategies around the world revealed ‘only a cursory mention of children and their specific 

needs’; the UNICEF analysis does not mention children with disabilities at all.7 This is an area that needs 

further investigation, given the huge potential (positive and negative) impact AI is likely to have on future 

generations.   

Communication 

AI technology is increasingly being applied to communication methodologies and platforms. The rise of 

social media platforms and messaging channels that allow for rapid image sharing has not historically been 

fully inclusive of users of visual impairments, as while screen readers can read accessible text aloud, 

images are not accessible without accompanying alternative (alt) text describing the image. Technology 

companies are increasingly using gen-AI to create alt text for a broader range of images. Facebook is 

using AI to improve accessibility; Microsoft has developed its ‘Seeing AI’ app to provide image descriptions 

to blind and partially sighted users (and is also working on a ‘Hearing AI’ app, which would translate sound 

into visual representations). Apps and extensions such as ‘Automatic Alternative Text’ use AI to read aloud 

 
4 Melo-Lopez, V., Basantes-Andrade, A., Gudino-Mejia, C., Hernandez-Martinez, E. (2025) ‘The impact of Artificial 

Intelligence on Inclusive Education: A Systematic Review’, Education Sciences (14)(5), p. 12 
5 Gautam, U., Asgar, E., Ranjan, R. (2023) ‘A review on sign gloves for dumb and deaf peoples using ESP32’, 
International Journal of Engineering Applied Sciences and Technology 8(2), p. 307 
6 Saphra, N., Weru, L., Shah, M. (2024) ‘Why AI fairness conversations must include disabled people’, Harvard 
Gazette, accessed 27 March 2025  
7 Penagos, M., Kassir, S., Vosloo, S. (2020) ‘National AI strategies and children: Reviewing the landscape and 
identifying windows of opportunity’, UNICEF, p. 2 

https://www.robokind.com/
https://luxai.com/
https://brain-power.com/empowered-brain/
https://www.eyejustread.com/en/inspiration/
https://www.brightsignglove.com/voices
https://www.microsoft.com/en-us/garage/profiles/hearing-ai/
https://alttext.ai/landing?utm_term=alt%20text%20ai&utm_campaign=Austrailia+-+brand-+alttext.ai&utm_source=adwords&utm_medium=ppc&hsa_acc=2118383642&hsa_cam=22344595102&hsa_grp=175650284879&hsa_ad=739028826194&hsa_src=g&hsa_tgt=kwd-1895453690317&hsa_kw=alt%20text%20ai&hsa_mt=e&hsa_net=adwords&hsa_ver=3&gad_source=1&gbraid=0AAAAApLdc_iQdQ9lKcn4O-ZoZF2QXEEH7&gclid=Cj0KCQjwhYS_BhD2ARIsAJTMMQa_glccEqCpc_IcrxPDHXIJi8Q7zP8gvgiiP2AKLiDXsAkztdNissIaAmZtEALw_wcB
https://www.mdpi.com/2227-7102/15/5/539
https://www.mdpi.com/2227-7102/15/5/539
https://www.researchgate.net/publication/372440741_A_REVIEW_ON_SIGN_GLOVES_FOR_DUMB_AND_DEAF_PEOPLES_USING_ESP32
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://www.unicef.org/innocenti/media/2516/file/UNICEF-Global-Insight-national-AI-strategy-review-policy-brief.pdf
https://www.unicef.org/innocenti/media/2516/file/UNICEF-Global-Insight-national-AI-strategy-review-policy-brief.pdf
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descriptions of images, including describing images in detail as requested by the user. Similarly, individuals 

who rely on sign language as a core communication tool can struggle to access online communication 

channels. AI is now being used to translate sign language into written language that can be read on a 

device. The increasing use of AI-driven signing avatars has the potential to address the chronic lack of sign 

language interpreters (albeit with significant challenges and risks at this stage of development).8 The social 

enterprise SignVrse is one example of how AI and inclusive design can be paired to embed real-time sign 

language access into digital platforms with a view to supporting more inclusive education, healthcare, and 

public services.  

Significant gaps and challenges remain in terms of the development of inclusive and accessible AI-

supported communication apps, however. AI technology consistently displays bias with regards to 

darker skin tones, with AI-generated images favouring lighter skin9 (efforts are ongoing to address this 

bias)10. There also remains a gap in terms of AI-driven tools that can support users with no or limited 

connectivity, as the majority require a steady internet connection to function. Gemma 3n is a good example 

of an AI tool designed for low-resource devices with limited RAM, as it can be used entirely offline. Gemma 

3n is free, and can support disability-inclusive communication through functions such as speech 

recognition and translation and the interpretation of visual content for users (currently with support in over 

140 languages). 

Health 

The use of AI in the health sector has been described as presenting a ‘transformative opportunity 

to enhance the lives of people living with disabilities’. AI tools are already being used in relation to 

assistive devices, rehabilitation, diagnostics, and communication with healthcare providers, improving 

equity in healthcare environments.11 AI-driven dialogue agents are able to provide highly personalised 

support to people with cognitive disabilities such as Parkinson’s and dementia, in ways that improve 

individuals’ quality of life.12 For individuals with physical disabilities, advancements in AI-enabled robotics 

show promise in terms of helping individuals to achieve independence and autonomy.13   

In low- and middle-income settings, AI has the potential to improve and accelerate progress 

towards achieving Sustainable Development Goal 3, ‘Ensure healthy lives and promote wellbeing at 

all ages’14, and merits further exploration with regards to disability. For example, evidence suggests 

AI could be used to improve large-scale patient diagnosis, and to support healthcare professionals (of 

which there is a chronic shortage in many low- and middle-income settings) to effectively triage and 

diagnose patients. 15 Unitaid’s $41 million project implemented with the Clinton Health Access Initiative 

screened over 100 million women for cervical cancer in 14 low- and middle-income countries between 

 
8 Naert, L., Larboulette, C., Gibet, S. (2020) ‘A survey on the animation of signing avatars: from sign representation to 
utterance synthesis’, Computers & Graphics 92  
9 Yang, Y. (2025) ‘Racial bias in AI-generated images’, AI & Society 
10 See for example, Johnson, V. (2025) ‘Reducing demographic bias in clinical AI models with color space 
augmentation’, HCP Live, accessed 7 July 2025 
11 Olawade, D., et al. (2025) ‘The role of artificial intelligence in enhancing healthcare for people with disabilities’, 
Social Science and Medicine 364  
12 Olawade, D., et al. (2025) ‘The role of artificial intelligence in enhancing healthcare for people with disabilities’, 
Social Science and Medicine 364  
13 Olawade, D., et al. (2025) ‘The role of artificial intelligence in enhancing healthcare for people with disabilities’, 
Social Science and Medicine 364  
14 Singh, J. (2019) ‘Artificial Intelligence and global health: opportunities and challenges’, Emerging Topics in Life 
Sciences 3(6), p. 743 
15 Singh, J. (2019) ‘Artificial Intelligence and global health: opportunities and challenges’, Emerging Topics in Life 
Sciences 3(6), p. 743 

https://signvrse.com/index.html
https://www.youtube.com/watch?v=eJFJRyXEHZ0
https://www.sciencedirect.com/science/article/abs/pii/S0097849320301370?via%3Dihub
https://www.sciencedirect.com/science/article/abs/pii/S0097849320301370?via%3Dihub
https://link.springer.com/article/10.1007/s00146-025-02282-1
https://www.hcplive.com/view/reducing-demographic-bias-clinical-ai-models-color-space-augmentation
https://www.hcplive.com/view/reducing-demographic-bias-clinical-ai-models-color-space-augmentation
https://www.sciencedirect.com/science/article/pii/S0277953624010141
https://www.sciencedirect.com/science/article/pii/S0277953624010141
https://www.sciencedirect.com/science/article/pii/S0277953624010141
https://www.researchgate.net/publication/337259663_Artificial_Intelligence_and_global_health_opportunities_and_challenges
https://www.researchgate.net/publication/337259663_Artificial_Intelligence_and_global_health_opportunities_and_challenges
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2019 and 2023. In addition to more traditional screening and sampling methods, the programme supported 

the development of AI assessment tools with the potential to improve the accuracy of visual screening 

methods and support earlier detection.16 In Ghana, the MinoHealth AI Lab has developed an AI system to 

automate the diagnosis of different chest conditions, in addition to systems for diagnosing and screening of 

infectious diseases such as malaria and COVID-19. Despite this potential, there are significant risks of 

increased use of AI in the health sector from a disability inclusion perspective – due in large part to a) an 

absence of data on people with disabilities (and on other historically marginalised groups) in low- and 

middle-income settings, and b) a general lack of disability-specific expertise amongst healthcare 

professionals who would be primarily responsible for ensuring any AI tools are used effectively and 

inclusively.17 

The use of AI chatbots is becoming increasingly common across Africa as a means for individuals to 

access health-related information and advice, particularly since COVID-1918. Such technology has specific 

potential for people with disabilities, who may struggle to physically access quality, affordable healthcare in 

a timely manner. However, there is a gap in evidence around detailed usage, accessibility (including 

from a language perspective), and impact of such technologies, including for people with 

disabilities. This would merit further research. 

The research that exists around AI in the health sector, including in relation to people with 

disabilities, emphasises both the risks and current limitations of overreliance on AI. The success of 

the Unitaid project was in part because AI was piloted within a broader intervention package; relying too 

heavily on AI in isolation risks clinicians engaging in ‘automation bias’, where they do not consider whether 

the solution best meets the needs of the patient.19 This is particularly relevant for people with disabilities, 

who may fall outside of what a machine learning-driven AI tool considers to be ‘typical’. The World Health 

Organisation’s ‘Ethics and Governance of Artificial Intelligence for Health’ guide is helpful in flagging the 

opportunities, risks, and knowledge gaps around the use of AI within the health sector, including in low- 

and middle-income settings.20 Further research (and subsequent development) is needed to address 

the fact that most AI machine learning is currently based on health data from able-bodied 

populations in the Global North, and that populations and healthcare providers in the Global South may 

be less trusting and willing to ‘buy in’ to AI tools in settings where people are unfamiliar with emergent 

technologies like AI.21   

Employment 

People with disabilities face significant challenges in gaining and maintaining employment and AI 

has the potential to either exacerbate or mitigate these challenges – albeit primarily in the Global 

North at this stage. A growing number of AI-driven tools exist that have the potential, or are already being 

used, to support people with disabilities in the labour market. A 2023 study identified 142 examples (the 

majority in Global North settings) of AI-driven solutions that are either being used or are in development 

and which support disability inclusion either as their primary objective or as a byproduct.22 These tools can 

 
16 Unitaid (March 2023) ‘One million women screened for cervical cancer in low- and middle-income countries’, 
accessed 24 March 2025  
17 Singh, J. (2019) ‘Artificial Intelligence and global health: opportunities and challenges’, Emerging Topics in Life 
Sciences 3(6), p. 746 
18 Phiri, M., Munoriyarwa, A. (2023) ‘Health chatbots in Africa: scoping review’, Journal of Medical Internet Research  
19 World Health Organisation (2021) ‘Ethics and governance of artificial intelligence in health: WHO guidance’, p. 7  
20 World Health Organisation (2021) ‘Ethics and governance of artificial intelligence in health: WHO guidance’ 
21 Singh, J. (2019) ‘Artificial Intelligence and global health: opportunities and challenges’, Emerging Topics in Life 
Sciences 3(6), p. 744 
22 OECD (2023) ‘Using AI to support people with disability in the labour market: opportunities and challenges’, OECD 
Artificial Intelligence Papers 7. A full list of the tools identified can be found in Annex A, p.70-88 

https://www.minohealth.ai/#focus
https://iris.who.int/bitstream/handle/10665/341996/9789240029200-eng.pdf?sequence=1
https://unitaid.org/news-blog/one-million-women-screened-for-cervical-cancer-in-low-and-middle-income-countries/#en
https://www.researchgate.net/publication/337259663_Artificial_Intelligence_and_global_health_opportunities_and_challenges
https://pmc.ncbi.nlm.nih.gov/articles/PMC10337242/
https://iris.who.int/bitstream/handle/10665/341996/9789240029200-eng.pdf?sequence=1
https://iris.who.int/bitstream/handle/10665/341996/9789240029200-eng.pdf?sequence=1
https://www.researchgate.net/publication/337259663_Artificial_Intelligence_and_global_health_opportunities_and_challenges
https://www.oecd.org/en/publications/using-ai-to-support-people-with-disability-in-the-labour-market_008b32b7-en.html
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be categorised into four groups: disability-centred solutions (providing workarounds, e.g. live captioning, 

speech recognition algorithms; or directly addressing disability, e.g. gait-correction prosthetics); 

environment-adaptation solutions (making workplaces and content more accessible); meta-level 

accessibility tools (e.g. processes that themselves foster accessibility, such as improving efficiency of 

workplace accommodation processes); and tools that unlock work opportunities previously unavailable to 

people with disabilities.23 There is some evidence that AI tools are starting to influence hiring in a small 

number of Global South contexts24, and are being used to improve accessibility within the workplace (for 

example, the use of speech-to-text application Verbit by a private sector company in Brazil25). The use of 

AI tools in relation to employment is likely to grow in coming years, particularly in urban and middle-income 

settings, and understanding what this may mean from a disability inclusion perspective would help to 

ensure people with disabilities are not negatively impacted. However, it is worth noting that in contexts 

where labour is primarily informal or that lack the infrastructure to support AI technologies, AI hiring and 

employment tools are unlikely to impact people with disabilities in the near term. 

AI has the potential to influence people with disabilities’ relationship with the labour market both in 

terms of hiring processes, and because of the ways AI has supported a shift in how people work; as above, 

these developments do not currently reflect the realities of the majority of employment contexts in the 

Global South (although there are signs they may become more commonplace in urban and middle-income 

settings in the near future). There are now numerous AI-powered recruitment agencies that are designed 

to link people with disabilities with employment opportunities. For example, Specialisterne is an 

international organisation that helps businesses find positions that are suitable for neurodiverse 

candidates; such initiatives hold significant potential for people with autism, for example, an estimated 85 

percent of whom are not employed.26 Other platforms that use disability-friendly algorithms include Hire 

Autism and Inclusively; these platforms combine allowing candidates to broadly list their strengths, 

interests and needs, with a drive towards attitudinal change to persuade employers to use their platforms.27 

Meanwhile, AI’s potential to assist human employees, along with increased remote working, can mean 

certain roles are more accessible to people with disabilities than they were previously.28 For example, the 

company Ultranauts provides onshore engineering and assurance services, delivered by a fully remote, 75 

percent neurodivergent workforce, whose own experience of creating a fully inclusive workplace led them 

to develop Team X, an AI-powered Collaborative Intelligence system that supports fully inclusive team 

building and management.  

Despite the above factors, significant challenges remain in terms of ensuring AI does not contribute 

to more discriminatory hiring practices. Effective and transparent diversity policies, based on further 

research and data, is needed29; the risks of not further developing these are discussed below. It is also 

 
23 OECD (2023) ‘Using AI to support people with disability in the labour market: opportunities and challenges’, OECD 
Artificial Intelligence Papers 7, p. 8 
24 See for example, Giwa, F., Ngepah, N. (2024) ‘Artificial intelligence and skilled employment in South Africa: 
Exploring key variables’, Research in Globalisation 8; Economic Times of India (Jun 2025) ‘Indian recruiters pivot to 
‘quality hiring’ as AI tools take hold’. 
25 OECD (2023) ‘Using AI to support people with disability in the labour market: opportunities and challenges’, OECD 
Artificial Intelligence Papers 7, p. 81 
26 Hafizov, H. (2024) ‘The AI revolution: is it a game changer for disability inclusion?’, UNDP Uzbekistan, accessed 25 
March 2025  
27 Zhuang, K., Goggin, G. (2024) ‘New possibilities or problems for disability and inclusion? The case of AI and ADMs 
across work’, Telematics and Informatics 92, p. 5 
28 Zhuang, K., Goggin, G. (2024) ‘New possibilities or problems for disability and inclusion? The case of AI and ADMs 
across work’, Telematics and Informatics 92, p. 5  
29 Welker, Y. (2023) ‘How cognitive diversity in AI can help close the disability inclusion gap’, World Economic Forum: 
Emerging Technologies, accessed 23 March 2025  

https://verbit.ai/
https://specialisterne.com/
https://www.hireautism.org/
https://www.hireautism.org/
https://www.inclusively.com/job-seekers/
https://ultranauts.co/company/
https://team-x.ai/about/
https://www.oecd.org/en/publications/using-ai-to-support-people-with-disability-in-the-labour-market_008b32b7-en.html
https://www.sciencedirect.com/science/article/pii/S2590051X24000406
https://www.sciencedirect.com/science/article/pii/S2590051X24000406
https://economictimes.indiatimes.com/jobs/hr-policies-trends/indian-recruiters-pivot-to-quality-hiring-as-ai-tools-take-hold/articleshow/121794666.cms?from=mdr
https://economictimes.indiatimes.com/jobs/hr-policies-trends/indian-recruiters-pivot-to-quality-hiring-as-ai-tools-take-hold/articleshow/121794666.cms?from=mdr
https://www.oecd.org/en/publications/using-ai-to-support-people-with-disability-in-the-labour-market_008b32b7-en.html
https://www.undp.org/uzbekistan/blog/ai-revolution-it-game-changer-disability-inclusion
https://www.sciencedirect.com/science/article/pii/S0736585324000601
https://www.sciencedirect.com/science/article/pii/S0736585324000601
https://www.sciencedirect.com/science/article/pii/S0736585324000601
https://www.sciencedirect.com/science/article/pii/S0736585324000601
https://www.weforum.org/stories/2023/04/how-cognitive-diversity-and-disability-centred-ai-can-improve-social-inclusion/
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worth noting that despite the rapidly changing nature of employment overall with regards to remote working 

and the use and influence of emerging technologies (including AI) in hiring and the workplace, relatively 

little evidence exists around the intersection between AI, the automation of decision making (e.g. in hiring), 

and disability inclusion.30 This is a research gap that would benefit from further investigation. 

Humanitarian response 

While the use of AI in the humanitarian sector is not new,31 the rapid rise in available AI tools has driven 

increased discussion around how AI might support more efficient and effective humanitarian 

response. Gen-AI tools could for example play a critical role in rapidly analysing the huge amounts of 

varied information from multiple sources on which humanitarian responses are typically based.32 Networks 

like Tech to the Rescue are exploring how AI can be used to improve humanitarian communication and 

assistance, through initiatives such as their AI for Changemakers 3-year global accelerator programme that 

brings together AI experts and non-profit organisations to develop pro-bono AI tools to tackle global issues, 

including relating to disaster management and climate. However, the use of AI in emergencies poses 

similar challenges as in stable contexts, as AI’s machine learning capabilities are limited by how 

representative and inclusive the data available is. Indeed, the rapid nature of decision-making in 

humanitarian settings poses additional risks in terms of ensuring data is used ethically, safely, and without 

recreating discriminatory biases, digital exclusion, or violating personal privacy.33 The Centre for 

Humanitarian Data is currently exploring how AI might be effectively utilised in terms of data use in 

humanitarian settings.34 The FCDO-funded AT2030 programme has also supported the development of a 

‘Human-Computer Interaction Framework for responsible AI adoption’ in humanitarian contexts.35 

While there is increasing discussion around the use of AI within the humanitarian sector, discussion 

around its use in relation to disability inclusion remains extremely limited. As discussions continue 

around the use of AI in humanitarian settings, there is an opportunity to ensure disability inclusion is 

considered, drawing on evidence around the risks of bias in machine learning alongside relevant research 

relating to disability inclusion and data in emergencies.36   

3.2 What opportunities and emerging trends should FCDO be aware of to effectively engage with 
AI-driven solutions for disability inclusion? Consider both risks and challenges, as well as 
innovative positive applications. 

AI holds significant potential in terms of improving access to education, including through its 

ability to provide personalised learning experiences based on individual needs. AI-powered tutors 

can help to deliver a more personalised learning experience for children with disabilities, including through 

tailoring content, pace, and feedback to students’ specific needs.37 The FCDO-supported EdTech Hub 

recently held a Community of Interest event on AI in Education, which focused on the possible impact of AI 

 
30 Zhuang, K., Goggin, G. (2024) ‘New possibilities or problems for disability and inclusion? The case of AI and ADMs 
across work’, Telematics and Informatics 92, p. 2 
31 OCHA (2024) ‘Briefing note on Artificial Intelligence and the humanitarian sector’, OCHA, p. 5 
32 Fernandez-Luque, L., Imran, M. (2018) ‘Humanitarian health computing using artificial intelligence and social 
media: a narrative literature review’, International Journal of Medical Informatics 114 
33 OCHA (2024) ‘Briefing note on Artificial Intelligence and the humanitarian sector’, OCHA, p. 1 
34 OCHA (2024) ‘Briefing note on Artificial Intelligence and the humanitarian sector’, OCHA, p. 8 
35 Bhatnagar, T., Omar, M., Orlic, D., Smith, J., Holloway, C., Kett, M. (2025) ‘Bridging AI and humanitarianism: An 
HCI-informed framework for responsible AI adoption’, CHI Conference on Human Factors in Computing Systems (CHI 
’25), April 26-May1 2025 
36 See for example, UNICEF (2024) ‘Innovative strategies to overcome disability data gaps for inclusive education in 
emergencies’, UNICEF 
37 Get Skilled Access, ‘Bridging the gap: how can AI play a part in revolutionising disability inclusion’, accessed 25 
March 2025 

https://techtotherescue.org/how-it-works/?_gl=1*jfv8qv*_up*MQ..*_ga*MTIyNDI3NDYwMS4xNzQzMzk5MjYz*_ga_RN68HSMLEE*MTc0MzQwMjIxMy4yLjAuMTc0MzQwMjIxMy4wLjAuMA..*_ga_BQVEP3PQZV*MTc0MzQwMjIxMy4yLjAuMTc0MzQwMjIxMy4wLjAuMA..
https://techtotherescue.org/ai-for-changemakers/?_gl=1*194mxu4*_up*MQ..*_ga*MTQyNjk2MzMzOC4xNzUxOTU4NTk3*_ga_RN68HSMLEE*czE3NTE5NTg1OTckbzEkZzAkdDE3NTE5NTg1OTckajYwJGwwJGgw*_ga_BQVEP3PQZV*czE3NTE5NTg1OTckbzEkZzAkdDE3NTE5NTg1OTckajYwJGwwJGgw
https://edtechhub.org/
https://edtechhub.org/2025/05/21/how-might-the-role-of-the-teacher-change-in-an-age-of-ai/
https://www.sciencedirect.com/science/article/pii/S0736585324000601
https://www.sciencedirect.com/science/article/pii/S0736585324000601
https://www.unocha.org/publications/report/world/briefing-note-artificial-intelligence-and-humanitarian-sector
https://www.sciencedirect.com/science/article/abs/pii/S1386505618300212
https://www.sciencedirect.com/science/article/abs/pii/S1386505618300212
https://www.unocha.org/publications/report/world/briefing-note-artificial-intelligence-and-humanitarian-sector
https://www.unocha.org/publications/report/world/briefing-note-artificial-intelligence-and-humanitarian-sector
https://clearinghouse.unicef.org/sites/ch/files/ch/teams-PD-Education-KnowledgeUNICEF-Case%20studies%2C%20Lessons%20learned-FINAL%20ACCESSIBILITY_12.11_Innovative%20Strategies%20to%20Overcome%20Disability%20Data%20Gaps-3.0_0.pdf?_gl=1*1w6kwd7*_gcl_au*MTUxMjc5ODE0OS4xNzQyNzkzNjQ3*_ga*MTgwMzM3ODkyOS4xNzQyNzkzNjQ3*_ga_P0DMSZ8KY6*MTc0MzQwMjk5OS4yMS4xLjE3NDM0MDMzNzkuNjAuMC4w*_ga_ZEPV2PX419*MTc0MzQwMjk5OS4xOS4xLjE3NDM0MDMwMDkuNTAuMC4w
https://clearinghouse.unicef.org/sites/ch/files/ch/teams-PD-Education-KnowledgeUNICEF-Case%20studies%2C%20Lessons%20learned-FINAL%20ACCESSIBILITY_12.11_Innovative%20Strategies%20to%20Overcome%20Disability%20Data%20Gaps-3.0_0.pdf?_gl=1*1w6kwd7*_gcl_au*MTUxMjc5ODE0OS4xNzQyNzkzNjQ3*_ga*MTgwMzM3ODkyOS4xNzQyNzkzNjQ3*_ga_P0DMSZ8KY6*MTc0MzQwMjk5OS4yMS4xLjE3NDM0MDMzNzkuNjAuMC4w*_ga_ZEPV2PX419*MTc0MzQwMjk5OS4xOS4xLjE3NDM0MDMwMDkuNTAuMC4w
https://getskilledaccess.com.au/blog/ai-for-disability-inclusion/
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on teaching and teachers. AI-driven innovations are already being used for to improve the accessibility of 

information and communication for people with a range of disabilities. For example, technology 

companies are increasingly using gen-AI to create alt-text for a broader range of images, often supported 

by AI-driven tools that can read descriptions aloud and describe specific details from an image (e.g. a 

person’s facial expression, the weather).38 Similarly, AI is now being used to translate sign language into 

written language that can be read on a device, and AI-driven signing avatars have the potential to fill the 

chronic shortage of sign language interpreters.39 While the majority of these apps rely on the internet, some 

tools are now being designed for users with limited or slow connectivity.40   

AI technologies have the potential to improve access to and quality of healthcare for people with a 

range of physical, cognitive, and neurological disabilities.41 For example, AI-enabled systems may be 

better equipped to diagnose illnesses and recommend treatments that are tailored to the individual, 

including individuals with disabilities.42 AI is already being used in the Global North to pioneer game-

changing physical rehabilitation tools such as exoskeletons and mind-controlled prostheses, including 

through gen-AI (to decipher electrical nerve impulses for closer control of the prothesis) and embodied AI 

(in the form of robotics). It is worth noting that while such developments are becoming (and will likely 

continue to become) more affordable as the technologies become more established (for example, the rise 

of 3D printing is already reducing the cost of producing AI-supported prosthetics), the vast majority of these 

tools remain out of reach for most people with disabilities in all contexts, and particularly in the Global 

South. 43 In the Global South, AI may be used to identify tuberculosis, COVID-19, and other conditions,44 

while machine learning algorithms are able to predict health outcomes and manage chronic conditions 

more effectively.45 AI is also increasingly used in relation to mental health, including as a means of 

improving both service provision and structured peer support, although again, there are significant risks 

associated with this at the current stage of development (discussed below).46 In many low-income settings, 

AI tools may be able to help fill gaps left by chronic shortages of healthcare workers, in supporting with 

diagnosis and patient assessment, and support people with mobility restrictions to access information or 

communicate with medical professionals without needing to physically visit a healthcare centre.47  

AI-enabled systems can serve to address communication barriers and barriers to accessibility and 

independence within people with disabilities’ individual environment.48 For example, AI-driven apps 

such as WheelMap and AccessNow can support personal mobility through helping people to identify 

accessible routes. The AI for Inclusive Urban Sidewalks project is working with Microsoft’s AI for 

Accessibility programme to harness AI technology to improve the accessibility of sidewalks and barriers to 

 
38 For example, Hearing AI, Automatic Alternative Text 
39 Naert, L., Larboulette, C., Gibet, S. (2020) ‘A survey on the animation of signing avatars: from sign representation 
to utterance synthesis’, Computers & Graphics 92  
40 See for example, Gemma 3n 
41 Olawade, D., et al. (2025) ‘The role of artificial intelligence in enhancing healthcare for people with disabilities’, 
Social Science and Medicine 364 
42 UN General Assembly (2022) ‘Rights of persons with disabilities: report of the Special Rapporteur on the rights of 
persons with disabilities’, Human Rights Council Forty-ninth session, p. 9 
43 Chopra, S., Emran, T. (2024) ‘Advances in AI-based prosthetics development: editorial’, International Journal of 
Surgery  
44 World Health Organisation (2021) ‘Ethics and governance of artificial intelligence in health: WHO guidance’, p. 6 
45 Olawade, D., et al. (2025) ‘The role of artificial intelligence in enhancing healthcare for people with disabilities’, 
Social Science and Medicine 364 
46 Gooding, P., Kariotis, T. (2021) ‘Ethics and law in research on algorithmic and data-driven technology in mental 
health care: scoping review’, JMIR Publications 
47 World Health Organisation (2021) ‘Ethics and governance of artificial intelligence in health: WHO guidance’, p. 7 
48 UN General Assembly (2022) ‘Rights of persons with disabilities: report of the Special Rapporteur on the rights of 
persons with disabilities’, Human Rights Council Forty-ninth session, p. 8  

https://wheelmap.org/
https://accessnow.com/
https://www.smartcities4all.org/ai-for-inclusive-sidewalks/
https://www.microsoft.com/en-us/accessibility/innovation
https://www.microsoft.com/en-us/accessibility/innovation
https://www.microsoft.com/en-us/garage/profiles/hearing-ai/
https://alttext.ai/landing?utm_term=alt%20text%20ai&utm_campaign=Austrailia+-+brand-+alttext.ai&utm_source=adwords&utm_medium=ppc&hsa_acc=2118383642&hsa_cam=22344595102&hsa_grp=175650284879&hsa_ad=739028826194&hsa_src=g&hsa_tgt=kwd-1895453690317&hsa_kw=alt%20text%20ai&hsa_mt=e&hsa_net=adwords&hsa_ver=3&gad_source=1&gbraid=0AAAAApLdc_iQdQ9lKcn4O-ZoZF2QXEEH7&gclid=Cj0KCQjwhYS_BhD2ARIsAJTMMQa_glccEqCpc_IcrxPDHXIJi8Q7zP8gvgiiP2AKLiDXsAkztdNissIaAmZtEALw_wcB
https://www.sciencedirect.com/science/article/abs/pii/S0097849320301370?via%3Dihub
https://www.sciencedirect.com/science/article/abs/pii/S0097849320301370?via%3Dihub
https://deepmind.google/models/gemma/gemma-3n/
https://www.sciencedirect.com/science/article/pii/S0277953624010141
https://docs.un.org/en/A/HRC/49/52
https://docs.un.org/en/A/HRC/49/52
https://pmc.ncbi.nlm.nih.gov/articles/PMC11325936/
https://iris.who.int/bitstream/handle/10665/341996/9789240029200-eng.pdf?sequence=1
https://www.sciencedirect.com/science/article/pii/S0277953624010141
https://mental.jmir.org/2021/6/e24668
https://mental.jmir.org/2021/6/e24668
https://iris.who.int/bitstream/handle/10665/341996/9789240029200-eng.pdf?sequence=1
https://docs.un.org/en/A/HRC/49/52
https://docs.un.org/en/A/HRC/49/52
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mobility. The FCDO-funded AT2030 programme is supporting the Centre for Digital Language Inclusion, 

which is working to make automatic speech recognition (ASR) work for non-standard speech – including in 

10 African languages. Through partnering with local institutions they are supporting the innovation of apps 

and other tools to aid more culturally appropriate communication and are empowering local communities to 

create their own AI and data models..49 AT2030 also developed the Project my Voice, My Words! project 

alongside the Global Disability Innovation Hub, UCL and the University of Ghana, to support the collection 

of non-standard speech in Ghanaian languages; the project is based on a study of Google’s Relate app, 

and is now partially funded by Google. 

AI holds promise with regards to the employment of people with disabilities (although as noted 

above, employment-related AI innovations are currently unlikely to impact workers in informal, 

remote, or low-connectivity contexts in the short term). It is estimated that unemployment among 

persons with disabilities is as high as 80 percent in some countries, despite persistent labour shortages in 

those countries.50 Generative AI-based sites like OurAbility can support individuals with disabilities to find 

and succeed in jobs they might not previously have accessed. Within the workplace, AI is being used to 

make workplaces ‘smarter’ and more disability-inclusive – for example, through AI-powered ergonomic 

software51 that reminds users to take breaks and can recommend assistive technologies to make specific 

tasks easier.  

AI technology is developing more slowly in the Global South than the Global North, presenting 

challenges but also opportunities in terms of development and investment around disability-

inclusive AI. The Africa Union’s ‘Continental AI Strategy’, adopted in 2024, includes a specific 

commitment to ensuring respect for ‘diversity, inclusivity and African culture and values (e.g. the inclusion 

of women as well as vulnerable persons including migrants and persons with disabilities).52 Around 100 AI 

startups have emerged across Africa, with significant numbers located in Nigeria, Kenya, and South 

Africa.53 In addition, AI research labs and hubs such as the Women in Machine Learning and Data Science 

hub and National Information Technology Development Agency in Nigeria, and the Responsible AI Lab at 

Kwame Nkrumah University in Ghana are investing in AI research, innovation, and leadership development 

in Africa. Currently, AI-based assistive technologies in Africa have primarily been developed outside of 

Africa, and their use is not widespread due to a lack of access to smartphones, internet access, and/or 

digital skills.54 However, there are some examples of AI technology being harnessed specifically for low-

income or limited-connectivity contexts: for example, an AI-driven tool for conducting ultrasounds, which 

requires no internet or infrastructure beyond a smartphone and can be operated with minimal training, was 

found to be highly accurate when tested in Zambia and the USA.55 There is also guidance and 

recommended action available for governments and the private sector in the Global North, as to how to 

 
49 Cave, R. (2025) ‘Inclusive voices: advancing language technology for people with impaired speech in local 
languages’, AT2030, accessed 6 July 2025 
50 UN Department of Economic and Social Affairs, ‘Factsheet on persons with disabilities’, accessed 23 March 2025  
51 See for example, TuMeke Ergonomics, VelocityEHS, Benchmark Gensuite  
52 African Union (2024) ‘Continental artificial intelligence strategy: harnessing AI for Africa’s development and 
prosperity’, p. 32 
53 Holloway, C. (2024) ‘Report on three roundtable discussions exploring the challenges of AI for inclusive 
development in Africa’, AT2030, p. 8 
54 Holloway, C. (2024) ‘Report on three roundtable discussions exploring the challenges of AI for inclusive 
development in Africa’, AT2030, p. 9 
55 Gomes, R., Vwalika, B., Lee, C., Willis, A., Sieniek, M., Price, J., Chen, C., Kasaro, M., Taylor, J., Stringer, E., 
McKinney, S., Sindano, N., Dahl, G., Goodnight, W., Gilmer, J., Chi, B., Lau, C., Spitz, T., Saensuksopa, T., Liu, K., 
Tiyasirichokchai, T., Wong, J., Pilgrim, R., Uddin, A., Corrado, G., Peng, L., Chou, K., Tse, D., Stringer, J., Shetty, S. 
(2022) ‘A mobile-optimised artificial intelligence system for gestational age and fetal malpresentation assessment’, 
Communications Medicine 

https://at2030.org/#gsc.tab=0
https://www.cdl-inclusion.com/
https://at2030.org/mobile-emerging-technology/
https://sites.research.google/relate/
https://www.ourability.com/
https://wimlds.org/abuja-nigeria-team/
https://nitda.gov.ng/
https://rail.knust.edu.gh/about-us/
https://at2030.org/inclusive-voices-local-languages/
https://at2030.org/inclusive-voices-local-languages/
https://www.un.org/development/desa/disabilities/resources/factsheet-on-persons-with-disabilities.html#:~:text=An%20estimated%20386%20million%20of%20the%20world’s%20working-age,of%20disability%2C%20says%20the%20International%20Labour%20Organization%20%28ILO%29
https://www.tumeke.io/
https://www.ehs.com/solutions/ergonomics/
https://benchmarkgensuite.com/app/ergo-evaluator-software/
https://au.int/sites/default/files/documents/44004-doc-EN-_Continental_AI_Strategy_July_2024.pdf
https://au.int/sites/default/files/documents/44004-doc-EN-_Continental_AI_Strategy_July_2024.pdf
https://cdn.disabilityinnovation.com/uploads/documents/AI-for-Inclusive-Development-in-Africa-report_long_FINAL-templated-for-website.pdf?v=1737556236
https://cdn.disabilityinnovation.com/uploads/documents/AI-for-Inclusive-Development-in-Africa-report_long_FINAL-templated-for-website.pdf?v=1737556236
https://cdn.disabilityinnovation.com/uploads/documents/AI-for-Inclusive-Development-in-Africa-report_long_FINAL-templated-for-website.pdf?v=1737556236
https://cdn.disabilityinnovation.com/uploads/documents/AI-for-Inclusive-Development-in-Africa-report_long_FINAL-templated-for-website.pdf?v=1737556236
https://pmc.ncbi.nlm.nih.gov/articles/PMC9553916/
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effectively and meaningfully partner with countries and organisations in the Global South in the 

development of a global AI ecosystem.56 

3.3 What are key risks and ethical considerations associated with AI in disability inclusion, 
particularly in development and humanitarian contexts? This includes considerations for assistive 
technology, large language models, and other AI-driven solutions.  

While AI holds huge potential in terms of enhanced and new assistive technologies, there is a risk that AI 
will exacerbate an already significant digital divide for people with disabilities.57 People with 
disabilities globally are less likely to own or use a smartphone or to be connected to the internet. In Kenya, 
for example, people with disabilities are 11 percent less likely to own a phone, 36 percent less likely to be 
aware of mobile internet, and 85 percent less likely to use it.58 People with disabilities with intersecting 
marginalised identities are less likely to have mobile and internet access: for example, in low- and middle-
income countries, women comprise up to three-quarters of people with a disability, and yet are significantly 
less likely to own a mobile phone or use mobile internet than men with disabilities.59 As gen-AI tools are 
increasingly available to individuals with mobile phone and internet access, and because machine learning 
typically requires an internet connection to gather sufficient data, there is a risk that women, people in rural 
communities, and the very poor and people with disabilities across all of these groups, will be left behind.  

The risk of AI increasing the digital divide is particularly acute at the global level, as low- and many middle-
income countries are simply not ready to adopt increasingly mainstream AI systems and tools; and in many 
cases, these tools have not been designed with users from these contexts in mind. At a 2024 roundtable 
on the challenges of AI for inclusive development in Africa, participants flagged infrastructure challenges, 
unreliable internet, lack of accessible services, limited digital access and skills, and an inaccessible built 
environment as all significant barriers to building both the infrastructure and skillset necessary to allow for 
widespread use of AI tools across the continent.60  

The majority of patents for conventional and emerging assistive technologies – including those supported 
by AI – are filed in countries with a high or very high Human Development Index (HDI) ranking, meaning 
these technologies often fail to consider the diverse realities (including infrastructural and cultural) of 
people with disabilities in lower HDI contexts.61 Google Relate, for example, requires access to a 
smartphone that meets minimum specifications and a reliable internet connection – likely negating the fact 
that it is free to use for many users with disabilities.62 AI-supported technologies filed in Oxford Insights’ 
Government AI Readiness Index 2023 highlights significant disparities between and within different 
regions. While some AI tools (such as Gemma 3n) are designed to mitigate some of the challenges around 
limited connectivity, there nevertheless remains an overwhelming risk that people with disabilities in lower 
income countries will not have equitable access to the AI innovations driving inclusion in higher income 
contexts. 

In addition to the risks posed by inequitable access, AI risks perpetuating the exclusion of individuals 
and groups that it considers to be ‘outlier data’. Globally, around one-third of the global population are 

 
56 See for example, Wicker, K. (2024) ‘Developing AI ecosystems in the Global South’, The Wilson Centre 
57 UNDP (2025) ‘Human Development Report 2025 – A matter of choice: People and possibilities in the age of AI’, 

UNDP, p. 105-6 
58 Humphries-Waa, K., Palmer, T., Binder, G., Tyers-Chowdhury, A. (2022) ‘Accessible and inclusive digital solutions 
for girls with disabilities’, UNICEF  
59 Humphries-Waa, K., Palmer, T., Binder, G., Tyers-Chowdhury, A. (2022) ‘Accessible and inclusive digital solutions 
for girls with disabilities’, UNICEF 
60 Holloway, C. (2024) ‘Report on three roundtable discussions exploring the challenges of AI for inclusive 
development in Africa’, AT2030, p. 9-11 
61 UNDP (2025) ‘Human Development Report 2025 – A matter of choice: People and possibilities in the age of AI’, 

UNDP, p. 106 
62 UNDP (2025) ‘Human Development Report 2025 – A matter of choice: People and possibilities in the age of AI’, 
UNDP, p. 107 

https://oxfordinsights.com/wp-content/uploads/2023/12/2023-Government-AI-Readiness-Index-2.pdf
https://deepmind.google/models/gemma/gemma-3n/
https://www.wilsoncenter.org/sites/default/files/media/uploads/documents/Developing%20AI%20Ecosystems%20in%20the%20Global%20South%20-%20Wilson%20Center%20STIP%20whitepaper%20120524.pdf
https://hdr.undp.org/system/files/documents/global-report-document/hdr2025reporten.pdf
https://www.unicef.org/media/131316/file/Accessible%20and%20inclusive%20digital%20solutions%20for%20girls%20with%20disabilities.pdf
https://www.unicef.org/media/131316/file/Accessible%20and%20inclusive%20digital%20solutions%20for%20girls%20with%20disabilities.pdf
https://www.unicef.org/media/131316/file/Accessible%20and%20inclusive%20digital%20solutions%20for%20girls%20with%20disabilities.pdf
https://www.unicef.org/media/131316/file/Accessible%20and%20inclusive%20digital%20solutions%20for%20girls%20with%20disabilities.pdf
https://cdn.disabilityinnovation.com/uploads/documents/AI-for-Inclusive-Development-in-Africa-report_long_FINAL-templated-for-website.pdf?v=1737556236
https://cdn.disabilityinnovation.com/uploads/documents/AI-for-Inclusive-Development-in-Africa-report_long_FINAL-templated-for-website.pdf?v=1737556236
https://hdr.undp.org/system/files/documents/global-report-document/hdr2025reporten.pdf
https://hdr.undp.org/system/files/documents/global-report-document/hdr2025reporten.pdf
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digitally unconnected, and thus largely unaccounted for in machine learning models.63 The majority of 
those who are unconnected live in low- and middle-income countries where 80 percent of people with 
disabilities live.64  

Within the machine learning data available there exist historical biases and distortions that serve to 
discriminate against or leave out people with disabilities. For AI tools based on supervised machine 
learning, people responsible for labelling and categorising data may introduce their own subjectiveness or 
overlook discrimination-based patterns, while unsupervised machine learning will reflect its data sets’ lack 
of statistical input and representation (including relating to people with disabilities) without proactive 
mitigation.65 This means that AI tools risk perpetuating discrimination against people with disabilities as a 
whole, or against specific types and manifestations of disability. For example, speech recognition systems 
may not understand commands made by a person with down syndrome66, while emotion-processing 
algorithms may misread or misinterpret facial expressions of people with autism, who have experienced a 
stroke, have Williams syndrome, or other people with atypical facial expressions.67 Gen-AI may be unlikely 
to generate images of people with disabilities (or to go beyond more common images of disability such as 
someone in a wheelchair) because people with disabilities are not typically employed as models. The vast 
majority of AI tools and systems have been trained on data collected from the Global North and high-
income countries, raising concerns about the applicability of these tools in lower income contexts where 
individuals will have very different levels of access to economic, social, and medical services and support.68  

Existing datasets also present challenges with regards to addressing the intersectional needs of people 
with disabilities. For example, girls are typically diagnosed with autism and other intellectual disabilities at a 
much lower rate than boys, while few urban data sets include data on gender, meaning girls with 
disabilities are likely to be underrepresented in machine learning in these settings.69  

AI systems that are widely adopted but not based on a design-for-all approach risk fundamentally 
impacting the ways in which people with disabilities interact with the state and key service 
providers. A 2022 report by the UN Special Rapporteur on the rights of persons with disabilities noted how 
in some instances, AI has been used as a gatekeeping tool for social protection benefits, including 
unemployment and healthcare assistance.70 Data sets and algorithms that underpin AI screening tools 
reflect the biases and discriminatory attitudes that already exist regarding people with disabilities. They 
also reflect other societal biases, for example, the landmark Gender Shades study, found that many 
commercial AI systems used to label binary genders based on facial imaging did not work well for women 
with darker skin.71 There is therefore a real risk that people with disabilities, particularly those with 
additional intersecting marginalised identities, will be further excluded from accessing services and 
decision-making spaces.  

 
63 Kallot, K. (Feb 2025) ‘The Global South needs to own its AI revolution’, accessed 27 March 2025  
64 World Health Organisation (2021) ‘Ethics and governance of artificial intelligence in health: WHO guidance’, p. ix 
65 Welker, Y. (2023) ‘Generative AI holds great potential for those with disabilities – but it needs policy to shape it’, 
World Economic Forum: Opinion, accessed 26 March 2025 
66 European Disability Forum (2022) ‘Accessible and non-discriminatory artificial intelligence’, accessed March 23 
2025 
67 Guo, A., Kamar, E., Vaughan, J., Wallach, H., Morris, M. (2019) ‘Towards fairness in AI for people with disabilities: 
a research roadmap’, Carnegie Mellon University, p. 2 
68 World Health Organisation (2021) ‘Ethics and governance of artificial intelligence in health: WHO guidance’, p. ix 
69 Ratto, A., Kenworthy, L., Yerys, B., Bascom, J., Wieckowski, A., White, S., Wallace, G., Pugliese, C., Schultz, R., 
Ollendick, T., Scarpa, A., Seese, S., Register-Brown, K., Martin, A., Athony, L. (2018), ‘What about the girls? Sex-
based differences in autistic traits and adaptive skills’, Journal of Autism Development Discord 
70 UN General Assembly (2022) ‘Rights of persons with disabilities: report of the Special Rapporteur on the rights of 
persons with disabilities’, Human Rights Council Forty-ninth session, p. 9 
71 Park, J., Bragg, D., Kamar, E., Morris, M. (2021) ‘Designing an online infrastructure for collecting AI data from 
people with disabilities’, p. 2 

https://www.theasset.com/article/53437/global-south-needs-to-own-its-ai-revolution
https://iris.who.int/bitstream/handle/10665/341996/9789240029200-eng.pdf?sequence=1
https://www.weforum.org/stories/2023/11/generative-ai-holds-potential-disabilities/
https://www.edf-feph.org/accessible-and-non-discriminatory-artificial-intelligence/
https://arxiv.org/pdf/1907.02227
https://arxiv.org/pdf/1907.02227
https://iris.who.int/bitstream/handle/10665/341996/9789240029200-eng.pdf?sequence=1
https://pmc.ncbi.nlm.nih.gov/articles/PMC5925757/
https://pmc.ncbi.nlm.nih.gov/articles/PMC5925757/
https://docs.un.org/en/A/HRC/49/52
https://docs.un.org/en/A/HRC/49/52
https://www.microsoft.com/en-us/research/wp-content/uploads/2021/01/Inclusive_AI_Datasets_FINAL.pdf
https://www.microsoft.com/en-us/research/wp-content/uploads/2021/01/Inclusive_AI_Datasets_FINAL.pdf


  
 

Disability Inclusion Helpdesk Report No: 142 

 

12 
 

AI tools are increasingly used in recruitment processes, with the aim of making identifying suitable 

candidates more efficient and less vulnerable to human bias. However, machine learning-based AI 

recruitment is typically reliant on data sets that do not include people with disabilities (or individuals 

from other underrepresented groups), as these individuals are less likely to have been hired in the past. 

This means it is less likely that candidates with disabilities will be seen as suitable for employment.72 

Practical examples of this may include AI tools’ exclusion of candidates with facial expressions, body 

language, or ways of speaking, that do not fit within the statistical average.73 Even if a company has a 

strong history of hiring people with disabilities, the diversity and variability of how disabilities present mean 

certain types of disability are likely vulnerable to being screened out by AI tools.74 In addition, AI 

recruitment can create accessibility barriers rather than dismantling them: for example, AI chatbots can be 

inaccessible to candidates using screen readers. While many jobs and job markets are yet to adopt AI in 

their recruitment, AI-informed recruitment appears to be the future, with 90 percent of companies in the 

USA now using some form of AI hiring tools.75 Failure to consider the implications of the rise of AI in hiring 

practices poses a significant risk for people with disabilities’ access to the labour market.  

A key ethical consideration around AI and disability inclusion relates to an overall lack of 
transparency around where and how AI is used, and based on what information. AI systems are 
often hidden from users, to protect intellectual property rights and/or to improve user experience. It is often 
unclear what inputs machine learning is based on, and in some cases foundational datasets are deleted or 
not collated for data protection reasons.76 Current AI ethnics and audit tools are unlikely to find biases 
against minorities,77 and developers of AI recruitment technology are not required to prove their products 
are equitable. This places an unfair and unrealistic burden on individuals to prove discrimination has taken 
place, often in relation to analysis and screening processes they are not aware even exist.78  

This lack of transparency is compounded by two factors: a high barrier to entry with regards to 

advocacy around AI, and a lack of proactive, substantive consultation with people with disabilities 

by AI developers. Given the novel, rapidly developing, technical nature of AI, many disability advocates 

may be afraid to campaign for inclusive AI due to a perceived lack of technical understanding of how AI 

works.79 On the other hand, developers are not consistently or substantively engaging people with 

disabilities in the design of AI tools. A recent survey found that only 7 percent of disabled respondents 

believe there is adequate representation of people with disabilities in the development of Al tools, even 

though 87 percent would be willing to provide feedback to developers to improve accessibility and 

inclusivity of products. 80 As developers race to achieve ‘first mover’ status with regards to the latest AI 

system or tool, there is a risk that inclusivity is not considered from the outset, and thus that AI’s rise 

 
72 UN Special Rapporteur on the Rights of Persons with Disabilities, ‘Artificial intelligence and the rights of persons 
with disabilities’, UN, accessed 24 March 2025 
73 Feliz, A. (2023) ‘Ensuring artificial intelligence systems respect disability rights’, European Disability Forum, 
accessed 22 March 2025 
74 James, N. (2023) ‘Artificial intelligence, inclusive education and employment: opportunities and challenges’, 
European Disability Forum, accessed 24 March 2025 
75 James, N. (2023) ‘Artificial intelligence, inclusive education and employment: opportunities and challenges’, 
European Disability Forum, accessed 24 March 2025 
76 UN General Assembly (2022) ‘Rights of persons with disabilities: report of the Special Rapporteur on the rights of 
persons with disabilities’, Human Rights Council Forty-ninth session, p. 8 
77 James, N. (2023) ‘Artificial intelligence, inclusive education and employment: opportunities and challenges’, 
European Disability Forum, accessed 24 March 2025 
78 Disability Ethical? AI, ‘Disability Ethical? AI’, accessed 27 March 2025 
79 Noori, K. (2023) ‘Understanding artificial intelligence and how it affects the disability community’, European 
Disability Forum, accessed 27 March 2025 
80 Fable, ‘Insights: AI and accessibility’, accessed 25 March 2025  

https://srdisability.org/thematic-reports/artificial-intelligence-and-the-rights-of-persons-with-disabilities/
https://srdisability.org/thematic-reports/artificial-intelligence-and-the-rights-of-persons-with-disabilities/
https://www.edf-feph.org/ensuring-artificial-intelligence-systems-respect-disability-rights/
https://www.edf-feph.org/artificial-intelligence-inclusive-education-and-employment-opportunities-and-challenges/
https://www.edf-feph.org/artificial-intelligence-inclusive-education-and-employment-opportunities-and-challenges/
https://docs.un.org/en/A/HRC/49/52
https://docs.un.org/en/A/HRC/49/52
https://www.edf-feph.org/artificial-intelligence-inclusive-education-and-employment-opportunities-and-challenges/
https://disabilityethicalai.org/
https://www.edf-feph.org/understanding-artificial-intelligence-and-how-it-affects-the-disability-community/
https://makeitfable.com/article/insights-ai-and-accessibility/
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mirrors previous trends around inaccessible access to technology and online spaces.81 This failure to 

engage people with disabilities from the outset has significant implications for longer term inclusivity: the 

relative cost of retrofitting a service or tool to become inclusive increases the more time has passed, and 

can reach up to 10,000 times the cost of original development.82 

It is also worth noting the significant risk of AI worsening the discrimination, marginalisation, and 

harassment people with disabilities may experience in their day to day lives. AI is already driving 

more sophisticated forms of technology-facilitated gender-based violence, which women and girls, 

including women and girls with disabilities, are most likely to experience.83 AI-driven surveillance data may 

be misused by state actors or private companies, putting already marginalised groups at particular risk. For 

example, in 2019 the Government of Uganda partnered with Chinese technology giant Huawei to launch a 

facial recognition surveillance system, which will have the capability to identify and track the identities of 

people in public space84. Given the curtailments to Uganda’s civic space in recent years, such technologies 

may pose a security risk to human rights advocates; lesbian, gay, bisexual, transgender, queer, intersex, 

asexual plus (LGBTQIA+) individuals, and women human rights defenders, including those with disabilities. 

For people with disabilities – who represent an extremely heterogenous group with distinct and varied 

needs – using AI may present an unfair trade-off between accessibility and privacy, as existing privacy 

protections are insufficient to ensure their anonymity (meaning AI use may increase their risk of 

surveillance and discrimination).85 The WHO Guidance on the Ethics and Governance of AI for Health 

raises concerns around the generation of health data to improve AI machine learning, noting the risks 

associated with ongoing ‘biosurveillance’ of health data and other biometrics.86 There have been recent 

efforts to recognise and respond to such risks – for example, in the 2024 European Artificial Intelligence 

Act, which emphasises the need for inclusivity and sets out regulations for AI systems it assesses as 

posing an unacceptable level of risk, including to people with disabilities.87   

3.4. Who are the key actors leading, financing, and supporting research on AI and disability 

inclusion? How are private sector players, charities, and traditional funders/universities shaping 

this space? 

This research found a limited number of actors involved in leading, financing, and supporting research on 

AI and disability inclusion. A large proportion of the key actors identified are not focused on this area 

specifically, instead including disability in their wider research into AI and the social benefits it can bring. A 

significant proportion of research and innovation in this area also focuses on the role of AI in assistive 

technology, especially for private sector actors. The leading actors focusing specifically on research on AI 

and disability inclusion are Multilaterals such as the Organisation for Economic Cooperation and 

Development (OEDC); civil society, particularly the European Disability Forum and Zero Project; research 

initiatives such as the Centre for Research and Education on Accessible Technologies and Experiences 

CREATE initiative at the University of Washington; and the UK Foreign Commonwealth and Development 

Office, in particular through its AI4D programme.  

 
81 For example, it is estimated that less than 3% of the top one million websites in the world offer a fully accessible 
experience. 
82 Centre for Inclusive Design (2019) ‘The benefit of designing for everyone’, PwC Australia  
83 UN Women (2025) ‘FAQs: digital abuse, trolling, stalking, and other forms of technology-facilitated violence against 
women’, UN Women 
84 Privacy International (2020) ‘Huawei infiltration in Uganda’, accessed 26 March 2025 
85 UNDP (2025) ‘Human Development Report 2025 – A matter of choice: People and possibilities in the age of AI’, 

UNDP, p. 109 
86 World Health Organisation (2021) ‘Ethics and governance of artificial intelligence in health: WHO guidance’, p. 10 
87 The European Disability Forum has helpful guidance on how to monitor implementation of the European AI Act.  

https://iris.who.int/bitstream/handle/10665/341996/9789240029200-eng.pdf?sequence=1
https://ec.europa.eu/commission/presscorner/detail/en/ip_24_4123
https://ec.europa.eu/commission/presscorner/detail/en/ip_24_4123
https://webaim.org/projects/million/
https://centreforinclusivedesign.org.au/wp-content/uploads/2021/05/inclusive-design-report-digital-160519.pdf
https://www.unwomen.org/en/articles/faqs/digital-abuse-trolling-stalking-and-other-forms-of-technology-facilitated-violence-against-women
https://www.unwomen.org/en/articles/faqs/digital-abuse-trolling-stalking-and-other-forms-of-technology-facilitated-violence-against-women
https://privacyinternational.org/case-study/3969/huawei-infiltration-uganda
https://hdr.undp.org/system/files/documents/global-report-document/hdr2025reporten.pdf
https://iris.who.int/bitstream/handle/10665/341996/9789240029200-eng.pdf?sequence=1
https://www.edf-feph.org/content/uploads/2024/10/AI-Act-implementation-toolkit-Final.pdf
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Private Sector 

Organisation Focus of work 

Google • Project Euphonia is a Google Research initiative working to make speech 
recognition software more accessible for individuals with non-standard speech 
through gathering speech data from users with non-standard speech and using 
this data to improve better voice recognition into tools like Google Assistant. 

• Google Relate is a communication app aimed at assisting people with non-
standard speech to communicate in real-time through providing a text-to-
speech function, speech recognition, and personalised voice options. 

• Research and creation of AI-driven innovations designed to improve 
accessibility e.g. Lookout initiative using AI to support the blind and low-vision 
community.  

• Artificial Intelligence for Social Good - Applying AI-driven solutions to help 
people reach their full potential through an accessibility focused workstream  

• Financing European Disability Forum project ‘Empowered by AI’ 

IBM  IBM has some limited work in this area: 

• 2018 initiative involving understanding and promoting fairness in AI models 
used to support business workflows and decisions for things such as loan 
applications. 

• Work on  ways to develop AI-based applications that treat people with 
disabilities fairly. 

Microsoft  • Microsoft’s AI for Inclusion project provides grants to developers, non-
governmental organisations (NGO’s), academics, researchers, and inventors to 
support projects that use technology to empower people with disabilities.  

Multilaterals 

Organisation Focus of work 

OECD The OECD undertakes research into “Using AI to support people with disabilities in 
the labour market”, looking at the dual nature of AI as a potential facilitator and 
barrier to the employment of people with disabilities.  

OCED’s AI policy observatory includes: 

• AI Incidents Monitor (AIM) documenting AI incidents and hazards to help 
policymakers, AI practitioners, and stakeholders worldwide gain valuable 
insights into the risks and harms of AI systems. It includes many reports related 
to disability exclusion. 

• National AI policies & strategies repository of over 1000 AI policy initiatives from 
69 countries, territories and the European Union. 

• ‘AI Wonk’ blog where the OECD Network of Experts on AI (ONE AI) and guest 
contributors share their experiences and research + AI Policy research library 
including policies which relate to disability.  

European 
Commission 
(EC) 

• The EC has a high-level expert group on artificial intelligence 

 

https://sites.research.google/euphonia/about/
https://assistant.google.com/
https://sites.research.google/relate/
https://blog.google/outreach-initiatives/accessibility/lookout-discover-your-surroundings-help-ai/
https://ai.google/advancing-ai/social-impact/
https://newsroom.ibm.com/Creating-a-Better-Workplace-and-World-for-People-with-Disabilities#:~:text=Machine%20learning%20and%20artificial%20intelligence,and%20on%20the%20autism%20spectrum.
https://www.ibm.com/think/insights/designing-ai-applications-to-treat-people-with-disabilities-fairly
https://www.ibm.com/think/insights/designing-ai-applications-to-treat-people-with-disabilities-fairly
https://www.microsoft.com/en-us/accessibility/innovation
https://oecd.ai/en/incidents?search_terms=%5B%5D&and_condition=false&from_date=2014-01-01&to_date=2025-03-26&properties_config=%7B%22principles%22:%5B%5D,%22industries%22:%5B%5D,%22harm_types%22:%5B%5D,%22harm_levels%22:%5B%5D,%22harmed_entities%22:%5B%5D%7D&only_threats=false&order_by=date&num_results=20
https://oecd.ai/en/dashboards/overview
https://oecd.ai/en/wonk
https://oecd.ai/en/network-of-experts
https://oecd.ai/en/policy-areas
https://oecd.ai/en/policy-areas
https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai
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Equinet 
(European 
Network of 
Equality Bodies) 

• Equinet is a network of 48 Equality Bodies and has become a central 
stakeholder in shaping the evolving European law and policy at the 
intersections of AI-driven technologies and equality and discrimination. 
Equinet’s 2020 report “Regulating for an Equal AI: A New Role for Equality 
Bodies” provides concrete guidance to Equality Bodies on how they can use 
existing laws to protect against AI-enabled discrimination, and 
recommendations for their role in the implementation of future AI-specific 
regulation. 

UNESCO • UNESCO’s ‘Information for All Programme’ (IFAP) aims to address the 
challenges posed by global digital divides. Its primary focus areas are 
‘information for development’ and information accessibility’, around which it 
provides space for multi-stakeholder policy discussions on how to bridge key 
gaps in digital access – including from an accessibility and inclusivity 
perspective. 

Civil society  

Organisation Focus of work 

AI for Good 
Foundation 

• AI for Good brings together a broad network of interdisciplinary researchers, 
nonprofits, governments, and corporate actors to identify, prototype and scale 
technological solutions that measure and advance the UN’s Sustainable 
Development Goals. 

European 
Disability Forum 
(EDF) 

The EDF has two relevant projects 

1. Empowered by AI project is a capacity-building project founded by Google.org 
to ensure that people with disabilities in Europe develop AI literacy skills and 
empower them to use and work on AI safety in their work. 

2. Disability Inclusive AI project advocates for strong regulation in AI, and for 
the rights of people with disabilities in relation to the development and use of AI 
technologies; expanding the knowledge of the European disability rights 
movement; building the capacity of EDF members to make politicians, 
companies and the general public more aware of the need to include people 
with disabilities in the design and use of AI. 

• EDF collaborates with other digital and human rights organisations 
like Edri and Equinet, and have succeeded in making the European Union’s AI 
Act more disability-friendly. Now that the Act has been passed, they are working 
on its implementation. 

• EDF provides webinars and sub granting on AI and disability for organisations 
of persons with disabilities (OPD) members, and supports members to actively 
participate with their countries’ preparations for implementing the AI Act. 

Disability Rights 
Education and 
Defense Fund 
(DREDF) 

• DREDF has published research looking into Addressing Disability and Ableist 
Bias in Autonomous Vehicles 

https://equineteurope.org/publications/regulating-for-an-equal-ai-a-new-role-for-equality-bodies/
https://equineteurope.org/publications/regulating-for-an-equal-ai-a-new-role-for-equality-bodies/
https://www.unesco.org/en/articles/mainstreaming-accessibility-and-inclusivity-ai-and-digital-technologies
https://ai4good.org/
https://www.edf-feph.org/our-work-on-ai/
https://www.edf-feph.org/our-work-on-ai/
https://edri.org/
https://equineteurope.org/what-are-equality-bodies/artificial-intelligence-and-equality/
https://www.edf-feph.org/the-eus-artificial-intelligence-policies/
https://www.edf-feph.org/the-eus-artificial-intelligence-policies/
https://dredf.org/addressing-disability-and-ableist-bias-in-autonomous-vehicles-ensuring-safety-equity-and-accessibility-in-detection-collision-algorithms-and-data-collection/
https://dredf.org/addressing-disability-and-ableist-bias-in-autonomous-vehicles-ensuring-safety-equity-and-accessibility-in-detection-collision-algorithms-and-data-collection/
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The Alan Turing 
Institute  

• Alan Turing Institute ran an AI and Inclusion research project from 2019-2020 
focused on understanding the design and deployment of AI and inclusion to 
benefit those with disabilities. 

Zero Project • The Zero project provides tools, solutions, and a global network of experts. 
They also manage an Equitable AI Knowledge Hub; a free public resource 
designed to support advocates, developers, researchers, and practitioners 
working at the intersection of AI and disability inclusion. 

Donors / Funders  

Organisation Focus of work 

European 
Artificial 
Intelligence & 
Society Fund 
(EAISF) 

• The EAISF supports civil society organisations to build their capacity for policy 
and advocacy on AI through funding, learning and collaboration. They share 
expertise with philanthropic partners to increase their understanding and 
engagement on these issues. Their focus areas include equity and anti-
discrimination,  

• They have utilised €7.5 million in funding since 2020 to support almost 40 
organisations from around Europe to shape AI to better serve people and 
society, including the Build & Breakthrough Initiatives.  

Foreign 
Commonwealth 
and 
Development 
Office 

• FCDO is funding disability inclusive AI research and innovations. This 
workstream is currently being scoped (in 2025) and will likely include 
addressing bias, developing inclusive datasets, promoting technical skills, 
engaging with entrepreneurs offering AI solutions and supporting local 
advocacy networks.  

• The AI4D programme is jointly funded by FCDO and Canada’s International 
Development Research Centre (IDRC), with additional funding from Swedish 
SIDA and others to be announced. It aims to foster safe, inclusive and 
responsible AI ecosystems that empower people and accelerate progress on 
challenges in international development. First launched in 2020 as AI4D Africa, 
the second AI4D phase was launched in 2024 with a broadened scope across 
Africa and Asia. 

• FCDO’s EdTech Hub programme has recently launched their AI Observatory 
and Action Lab, an initiative designed to help education decision-makers in low- 
and middle-income countries (LMICs) harness the potential of artificial 
intelligence (AI) to improve learning outcomes, with a strong focus on equity 
and inclusion, including those learners with Special Educational Needs and 
Disabilities (SEND). 

• The FCDO’s AT2030 programme has funded the development of at least 10 AT 
innovations using AI, and is co-funding the Centre for Digital Language 
Inclusion led by the GDI Hub and Google.org, with match funding from 
Google.org. 

• Elrha published a scoping analysis report in March 2025 on gaps and 
opportunities for innovation for humanitarian implementation agencies which 
highlighted gaps in areas such as access to services, meaningful participation, 
data use and intersectionality. AI is mentioned briefly in the report as one of 
several areas of innovation, mainly in relation to assistive technologies, but 
there was little mention or analysis of specific AI-driven solutions. Elrha is 

https://www.turing.ac.uk/research/research-projects/ai-and-inclusion
https://zeroproject.org/
https://zeroproject.org/tools/artifical-intelligence/equitable-ai-knowledge-hub
https://europeanaifund.org/our-work/
https://europeanaifund.org/our-work/
https://europeanaifund.org/our-work/
https://europeanaifund.org/our-work/
https://europeanaifund.org/our-work/
https://europeanaifund.org/newspublications/launching-our-new-build-breakthrough-initiatives-to-meet-the-ai-challenge/
https://www.ai4d.ai/
https://www.elrha.org/resource/gap-analysis-2025-identifying-opportunities-for-innovation-in-disability-and-older-age-inclusion
https://www.elrha.org/resource/gap-analysis-2025-identifying-opportunities-for-innovation-in-disability-and-older-age-inclusion
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currently exploring whether there may be opportunities to expand inclusive AI 
innovation through its future work, in light of significant investment requirements 
in technical capacity and data, and the evolving humanitarian funding 
landscape.   

Research Institutions / Academia 

Organisation Focus of work 

MIT Media Lab • The MIT Media Lab runs an AI-powered platform called Project Us that 
promotes inclusivity in the digital workplace. The platform helps users learn 
empathetic and inclusive communication practices through actionable, AI-driven 
feedback that increases self-awareness and promotes user-led 
experimentation. The platform uses AI and biosignal processing to provide real-
time feedback about communication styles. This individualised feedback can 
help users develop their communications skills, and organisations make 
tangible progress towards building inclusive work environments. 

Alliance For 
Inclusive AI at 
University of 
Berkeley  

• The Alliance fosters inclusion of underrepresented groups in analytics and 
artificial intelligence by developing ecosystems and communities to integrate 
learning. 

Global Disability 
Innovation Hub 
(UCL) 

• The GDI Hub is an academic research and practice centre driving disability 
innovation. The GDI Hub delivers projects across a portfolio of over £100m, and 
their flagship AT2030 programme is principally funded by FCDO. Their work 
includes research exploring the power of using AI to enhance the design of 
current and future assistive technologies.  

• The Centre for Digital Language Inclusion (CDLI) is a project funded by FCDO’s 
AT2030 programme with funding from Google.org, led by the GDI Hub in 
partnership with University College London and University of Ghana. The 
project is pioneering inclusive automated speech recognition (ASR) solutions 
for people with non-standard speech around the world. The project aims to 
address the fact that current speech recognition technologies often struggle to 
accurately interpret non-standard speech and limiting their effectiveness, by 
training AI models to better understand these speech patterns in local 
languages. The initial focus is on collecting datasets of non-standard speech 
for 10 African languages, from which the CDLI will build ASR models, develop 
AI-driven inclusive communication technologies and train others in the use of 
this innovative technology.  

University of 
Washington - 
Centre for 
Research and 
Education on 
Accessible 
Technologies 
and 
Experiences 
(CREATE) 

• The Centre was awarded a five-year, $4.6 million grant to advance crucial 
research on AI and generative artificial intelligence (GAI). Research and 
development projects will explore questions about recent developments in AI 
and GAI: What risks do they pose for people with disabilities? And what 
opportunities might they offer for improving accessibility? 

• CREATE will be leading a Rehabilitation Engineering Research Center (RERC) 
on participatory, assistive, inclusive, and responsible use of AI technology, 
funded by the National Institute on Disability, Independent Living, and 
Rehabilitation Research (NIDILRR). 

https://www.media.mit.edu/posts/project-us-an-ai-powered-platform-promoting-inclusivity-in-the-digital-workplace/
https://aiai.berkeley.edu/
https://aiai.berkeley.edu/
https://aiai.berkeley.edu/
https://aiai.berkeley.edu/
https://www.disabilityinnovation.com/
https://www.disabilityinnovation.com/
https://www.disabilityinnovation.com/
https://cdn.disabilityinnovation.com/uploads/images/AIATPolicyBrief_ToPublish.pdf?v=1619774523
https://www.cdl-inclusion.com/cdli-about
https://create.uw.edu/create-rerc-grant-2024-ai-research/
https://create.uw.edu/create-rerc-grant-2024-ai-research/
https://create.uw.edu/create-rerc-grant-2024-ai-research/
https://create.uw.edu/create-rerc-grant-2024-ai-research/
https://create.uw.edu/create-rerc-grant-2024-ai-research/
https://create.uw.edu/create-rerc-grant-2024-ai-research/
https://create.uw.edu/create-rerc-grant-2024-ai-research/
https://create.uw.edu/create-rerc-grant-2024-ai-research/
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• The CREATE-RERC research projects investigate bias, privacy, and security 
risks when GAI is used in assistive technology contexts and for accessibility, 
and they explore possibilities for addressing these risks. The development 
projects of the CREATE-RERC seek to place people with disabilities as full 
participants in the design of responsible AI and GAI.  

4. Recommendations 

Find opportunities to build a detailed understanding of how AI tools are currently being used in 
countries in the Global South, including by people with disabilities or from other marginalised 
communities. This should include a focus on people’s attitudes towards and willingness to engage with 
AI.  

Recognise the limitations and risks associated with adopting current AI tools in the Global 
South, both in terms of access to such technologies and the fact that such tools are overwhelmingly 
based on data from able-bodied people in the Global North. Uncritical adoption or promotion of AI 
tools in many Global South contexts risks perpetuating the exclusion of people with disabilities (and 
other marginalised groups) and widening the Global North-South divide.  

Invest in, and continue to build the evidence base around, low- and no-bandwidth AI tools, and 
how these can be used to supplement resourcing gaps within key sectors and as assistive 
technologies.  

Promote (through programme design, influencing, and funding) the meaningful inclusion of 
people with disabilities in the design, end-user testing, and monitoring of the use of AI tools. 
Take opportunities to identify and share learning from good practice examples of where this is already 
happening. 

Consider use of gen-AI tools as complementary aids within education programming (but not a 
substitute for traditional teaching methods), focusing on tools that require low-bandwidth and that 
can be used (or adapted for use) in a way that is accessible and disability-inclusive. 

Ensure discussions and initiatives focused on the use of AI within humanitarian settings – 
including programming and gathering/use of data – are disability-inclusive from the outset.  

Government and private sector actors in the Global North should draw on existing guidance on 
how to effectively and meaningfully partner with countries and organisations in the Global South in 
the development of a global AI ecosystem, ensuring all such processes are disability inclusive from the 
outset. 
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Development Inclusive Futures Programme.  Helpdesk reports are based on between 3 and 4.5 days of desk-based 
research per query and are designed to provide a brief overview of the key issues and expert thinking on issues 
around disability inclusion. Where referring to documented evidence, Helpdesk teams will seek to understand the 
methodologies used to generate evidence and will summarise this in Helpdesk outputs, noting any concerns with the 
robustness of the evidence being presented. For some Helpdesk services, in particular the practical know-how 
queries, the emphasis will be focused far less on academic validity of evidence and more on the validity of first-hand 
experience among disabled people and practitioners delivering and monitoring programmes on the ground. All 
sources will be clearly referenced.   
Helpdesk services are provided by a consortium of leading organisations and individual experts on disability, including 
Social Development Direct, Sightsavers, ADD International, Light for the World, Humanity & Inclusion, BRAC, BBC 
Media Action, Sense and the Institute of Development Studies (IDS).  Expert advice may be sought from this Group, as 
well as from the wider academic and practitioner community, and those able to provide input within the short time-frame 
are acknowledged.  Any views or opinions expressed do not necessarily reflect those of FCDO, the Disability Inclusion 
Helpdesk or any of the contributing organisations/experts.    
For any further request or enquiry, contact enquiries@disabilityinclusion.org.uk    
Suggested citation:  
Harrison, A. and Horsfield, N. (2025), Initial. (2022) The Role and Use of Artificial Intelligence (AI) in Disability Inclusion, 
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